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1 Introduction 

1.1 Problem statement 

One key element of Health Technology Assessment (HTA) is to assess and describe the 

certainty of clinical study results in an objective, reproducible, and transparent way. According 

to the HTA Regulation (HTAR, [1]), “the degree of certainty of the relative effects, taking into 

account the strengths and limitations of the available evidence” must be described in a Joint 

Clinical Assessment (JCA). However, a few aspects that determine the overall certainty of 

clinical study results are context-dependent. Therefore, the assessment of certainty and its 

contributing domains has to remain descriptive at the European level, also because overall 

conclusions or recommendations might interfere with the independent decision-making at 

the national level. As stated in the HTAR, “The joint clinical assessment report should be factual 

and should not contain any value judgement, ranking of health outcomes, conclusions on the 

overall benefit or clinical added value of the assessed health technology, any position on the 

target population in which the health technology should be used, or any position on the place 

the health technology should have in the therapeutic, diagnostic or preventive strategy.”  

Therefore, methodological systems that entail not only assessment, but also appraisal, can 

not (or only partially) be applied in European HTA, since appraisal includes value judgement 

and (pre-)determines a decision on pricing and reimbursement of a health technology. 

However, valid scientific principles are still required, not only to guide the development of 

JCAs at the European level, but also to support the understandability and usability of these 

results for national decision-making.  

1.2 Scope/Objective(s) of the Guidance 

This guidance is dedicated to the definition, classification, and assessment of the certainty of 

results of studies leading to the statistical analysis of data considered as originating from or 

part of a single study (i.e., one sample of patients). Studies which synthesize evidence by 

pooling the results of multiple already-analysed data sets from multiple samples of patients 

[e.g., pairwise meta-analysis, indirect comparison, or interventional studies such as single-arm 

trials coupled with an external source of data as a control group (including historical control)] 

are not included in this guidance. Other HTAR guidance provides recommendations and 

guidance for the classification and assessment of these evidence syntheses [2,3]. Finally, the 

present guidance does not offer guidance on how to assess diagnostic accuracy studies, 

because these studies might have a conventional cross-sectional or cohort design, but still 

require specific assessment of internal validity [4]. 

The way in which the validity of clinical studies will be assessed and interpreted for drawing 

conclusions at a national level cannot be dissociated from the population, intervention, 

comparator, outcome (PICO) question (see other HTAR guidance). For complementary 
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elements relating to the reporting and assessment of multiple hypothesis testing, subgroup, 

sensitivity, and post-hoc analyses, the reader is referred to the relevant other HTAR guidance 

[5]. Additional considerations of the definition of patient-centred outcomes, and the 

assessment of their validity, reliability, and interpretability are discussed within another 

relevant HTAR guidance paper [6]. 
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2 General considerations 

2.1 Certainty of results 

HTA requires the relative effectiveness of an intervention to be determined as correctly and 

precisely as possible. Relative effectiveness is the quantification of the effect caused by an 

intervention relative to a comparator (e.g., standard of care) on an outcome of interest. 

Interventions can be medicinal products, medical devices, in vitro diagnostic medical devices, 

medical procedures, as well as measures for disease prevention, diagnosis, or treatment. For 

any effectiveness assessment, it is essential to examine and report the certainty of results 

systematically. Given that the certainty of results is fundamental, this needs to be 

communicated alongside the numerical results. According to Article 9 of the HTAR [1], it is 

therefore essential that a JCA contains a description of both “the relative effects of the health 

technology” and “the degree of certainty of the relative effects, taking into account the 

strengths and limitations of the available evidence”. 

Requirement for reporting 

▪ Any effectiveness result in a JCA report must be accompanied by a description of its 

certainty. 

The certainty of effectiveness results is determined by three concepts: internal validity (i.e., 

the extent to which a study is free from bias [also called systematic errors], a concept 

analogous to Risk of Bias [RoB]); external validity (i.e., the extent to which study results 

provide a basis for generalisation to the target population, a concept which encompasses 

generalisability and applicability); and statistical precision (i.e., the uncertainty associated 

with study results due to random sampling variability). These three concepts assess three 

different dimensions of the certainty of results [7-9], which, for example, means that 

shortcomings in internal validity cannot be remedied by higher statistical precision. 

Furthermore, evidence that has high internal validity does not necessarily have high external 

validity. The three different dimensions of the certainty of results overlap with domains of 

different frameworks for the assessment of the quality of evidence. For instance, the GRADE 

(Grading of Recommendations Assessment, Development and Evaluation) domains of risk of 

bias, indirectness and imprecision correspond to internal validity, external validity, and 

statistical precision, respectively [10]. 

Although HTA usually requires a high target certainty of results (e.g. RCT evidence for new 

medicinal products), it is necessary to assess all available data, as submitted by the Health 

Technology Developer (HTD). Nevertheless, there might be justification to not assess the 

evidence that ranges below a minimum level of internal validity, external validity, or statistical 

precision in detail, if the PICO question can be sufficiently answered on the basis of higher-

certainty results. For example, a detailed assessment of non-randomised controlled studies, 
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short-term data, or studies below a minimum sample size may be unnecessary in the presence 

of RCTs, long-term data, or large-sample studies. Furthermore, the certainty of results is 

independent of the medical context of the PICO question. It is methodologically inappropriate, 

for example, to take the rareness of a disease or the impossibility of blinding as a justification 

to ignore the resulting uncertainties in the clinical evidence. 

2.2 Internal validity 

Following international standards of evidence-based medicine, the internal validity of a study 

has a paramount role in determining the overall certainty of the study results [8,11]. The 

classical hierarchy of evidence [12] includes several types of studies, from case-reports and 

nonclinical data (level 5 evidence, the lowest level of evidence), case-control studies (level 4), 

retrospective (or lower-quality) cohort studies (level 3), prospective (or higher-quality) cohort 

studies (level 2), up to randomised controlled trials (RCTs; level 1, the highest level of 

evidence). Classification of study design alone (see Section 3) is insufficient for a full 

assessment of internal validity [13,14], but has practical value for a preliminary sorting 

between higher- and lower-quality evidence and for selecting a suitable RoB assessment tool. 

Requirement for reporting 

▪ In a JCA, the study design must be stated explicitly for all relevant studies. 

RoB can be defined as any potential systematic error in clinical research that might lead to an 

incorrect estimate of the effect of interest. RoB can be present at different levels, including: 

(i) the meta level (e.g., publication bias in a systematic review or meta-analysis); (ii) the study 

level (e.g., confounding bias in a cohort study); and (iii) the outcome level (e.g., information 

bias caused by unblinded assessment of an outcome in a given study). If the type of evidence 

requires it, the assessment of RoB needs to be level specific; however, the scope of the present 

HTAR guidance is limited to bias at the study and outcome levels. Furthermore, some types of 

bias can occur only in certain study designs, whereas other types can affect all types of study. 

For example, recall bias affects only retrospective designs. Therefore, different tools have 

been developed for RoB assessment in different study designs [15,16]. It is essential to use 

these standard tools. 

Requirement for reporting 

▪ Standard study design-specific tools should be used to assess RoB (or internal validity). 

2.3 External validity 

The terms ‘external validity’, ‘applicability’, ‘transferability’, ‘generalisability’, and 

‘(in)directness’ are often used interchangeably. In the context of an HTA report, it is most 

appropriate to use the term ‘external validity’ [17]. A key question is how well the evidence 

matches the elements of the PICO question and, therefore, whether it can be applied to 
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answer that question [18]. In statistical terms, a lack of external validity of clinical evidence 

threatens the overall certainty of results if, because of relevant effect modification, the effect 

in the population of interest could be different from the effects in the clinical studies. 

Limitations to the external validity of the evidence can occur if: (i) the study population (based 

on eligibility criteria or actual recruitment) differs from the intended target population; (ii) the 

experimental intervention, control interventions and/or subsequent interventions differ from 

the target setting; or (iii) the study outcomes (e.g., surrogate outcomes) do not give 

information about the outcomes of interest. For the external validity of clinically relevant 

evidence, effect modification has to be taken into account [18]. Details on effect modification 

and subgroup analysis can be found in other HTAR guidance documents [5]. 

Given that lack of external validity as compared with internal validity is usually more 

straightforward to detect, it might be sufficient to assess any issues with regard to patients 

and interventions on a case-by-case basis using qualitative descriptive methods. Many HTA 

bodies found this approach to be preferable and do not use a specific instrument or checklist 

to judge the external validity of clinical evidence. The external validity of a study can differ 

between European member states, not only because PICO questions are often different, but 

also because of different healthcare settings (e.g., organisational aspects). Therefore, a final 

judgment on external validity can only be made at the national (or even regional) level by each 

member state itself. Accordingly, the HTAR mentions that ‘external validity’ should be 

assessed in a JCA, but without forestalling any national judgement on applicability. To support 

national decision-making, specific issues in relation to external validity should be described 

and addressed in a JCA, where necessary. This primarily includes any potential mismatch 

between the PICO of interest and the PICO examined in a clinical study. However, in the JCA, 

each aspect (e.g., questionable external validity because of differences in patient population 

or control intervention) will only be commented on and briefly analysed, but without 

providing a conclusion on external validity or national applicability. 

Issues with regard to surrogate outcomes usually require specific attention in HTA. However, 

surrogacy is outside the scope of this guidance, and will be addressed in future HTAR guidance. 

Requirement for reporting 

▪ Different aspects of external validity (primarily any PICO mismatch between assessment 

scope and clinical study) should be addressed in a JCA, but the final judgment on the 

applicability of study results must be left to the discretion of each member state. 

2.4 Statistical precision 

Statistical precision is a quantitative concept that can be applied for each outcome of interest, 

at both the meta and study level. Variation, and the uncertainty that comes with it, can occur 
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in both primary studies and evidence synthesis, and differentiation of both (within-study and 

between-study variability) is required to better understand the underlying sources of 

variation. Effect estimates and other key results should always be accompanied by the 

corresponding measures of statistical precision, preferably confidence intervals (CIs) at 

specified 1-α level of confidence [19,20]. To increase the transparency and understandability 

of results, HTAR dossiers and JCA reports should contain counts and other types of descriptive 

statistics. 

Statistical hypothesis testing in single studies can be used to draw causal inferences about 

intervention effects. Statistical testing in a clinical study requires transparent and clear 

prespecification of hypotheses, adequate handling of eventual multiplicity issues [21], full 

reporting of results [22], and careful interpretation [23,24] (see also other HTAR guidance). 

Data-driven statistical tests provide results of low internal validity. Similarly, early unplanned 

stopping of clinical studies, deliberate extension of recruitment, and selective reporting of 

results all undermine the validity of study results [25]. However, the probabilities of type I and 

type II errors in a clinical trial are not directly related to the validity of the observed treatment 

effects, because these errors are relevant only when interpreting the results of statistical tests 

[26]. 

Most comparative studies on interventions examine superiority hypotheses, but, depending 

on the medical context, non-inferiority and equivalence are also tested [27]. Although the type 

of question (superiority, non-inferiority, or equivalence) is also important in HTA, common 

work on a JCA should consider the rejection of the null hypothesis of a statistical hypothesis 

test against a prespecified α level, which, in biomedical research, is usually set at 0.05 (5%). In 

a JCA, it should be specified whether statistical test results originated from confirmatory or 

exploratory hypothesis testing in a study. A p-value neither represents nor predetermines a 

conclusion of the added value of the assessed technology [28,29]. Similarly, the clinical 

relevance of an effect size, which can be assessed by comparing the effect size with a 

predefined threshold or by responder analyses [30], needs to be judged at the national 

context.  

The certainty of a positive or negative effect will be higher if a very large effect size was found 

and the accompanying CI and p value safely exclude the possibility of no effect [31-33]. Which 

effect sizes can be considered very large and which p values can be accepted as sufficiently 

low is an unresolved scientific question [34,35]. Nevertheless, in the context of a JCA, it might 

be helpful to highlight such situations, especially when no RCT evidence is available. For effect 

sizes expressed as relative risks, the threshold of a relative risk larger than 5 (or smaller than 

0.2) and a p value <0.01 (as an indicator of sufficient precision) was proposed as a ‘rule of 

thumb’ (i.e., an arbitrary rule based on expert opinion) for classifying effect estimates as very 
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large [31]. The JCA report will describe effect estimates, but without a conclusion on whether 

the certainty of results is increased, because this is best made at the national level. 

Requirement for reporting 

▪ To describe statistical precision accurately, effect estimates should always be 

accompanied by the corresponding measures of variation, preferably CIs at a specified 1-

α level of confidence, which is 0.95 (95%) in most cases. 
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3 Clinical study designs 

3.1 Terminology 

Classification and labelling of studies design can vary [36]. This guidance aims to describe 

classification and labelling of study design for use in JCA.  

Studies are classified into two categories: interventional studies and observational studies 

(Figure 1). For consistency, synonyms, such as ‘clinical trials’ or ‘experimental studies’ for 

interventional studies or ‘non-interventional’ or ‘non-experimental’ for observational studies 

are not used in this guidance. 

 

Figure 1: Classification of clinical studies 

Distinction between interventional and observational studies depends on whether the 

intervention under assessment is assigned by the investigator(s) through the study protocol 

(interventional) or is given during routine clinical care (observational). 

3.1.1 Interventional studies 

In interventional studies, the intervention(s) (one or several) under assessment are assigned 

by the investigator(s). 

Classification of interventional studies is determined by study characteristics [37]. These 

characteristics have already been fully defined [38,39], but some terminology inconsistencies 

prevailed. Therefore, it is valuable to establish definitions of design characteristics for this 

guidance. Study characteristics are summarised in Table 1, based on the glossary from the 

International Council for Harmonisation of Technical Requirements for Pharmaceuticals for 

Human Use (ICH) E9 Statistical Principles for Clinical Trials [40], the EU Clinical Trials Register 

[41], and pertinent dictionaries [36,42]. Note that Table 1 is intended to combine definitions 

and not to be used as a reporting template. 
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Table 1: Key study characteristics 

Characteristic Definition 

1. Control 

Controlled  
(or comparative) 

A study in which the effect of one or multiple interventions of interest is 
compared to one or multiple comparator interventions. 

Uncontrolled  
(or single-arm) 

A study (observational or interventional) in which all participants receive the 
same intervention. 

2. Randomisation 

Randomised 
controlled 

An interventional study in which participants are randomly assigned to one of 
the intervention groups. 

Non-randomised 
controlled 

An interventional study in which participants receive one of the interventions 
without randomisation. 

3. Blinding 

Blind A study in which patients, healthcare providers, or outcome assessors are not 
aware, which study intervention was applied in a given study participant. 

Unblinded  
(or open-label) 

A study in which patients, healthcare providers, and outcome assessors are 
aware of the study intervention. 

4. Additional design aspects 

Parallel Two or more interventions are evaluated concurrently in separate groups of 
patients. 

Cross-over Comparison of two (or more) interventions in which patients are switched to 
the alternative intervention after a specified period (therefore, in most cases, 
each patient receives each intervention). 

Factorial Two or more interventions are evaluated simultaneously through the use of 
varying combinations of those interventions. 

Intra-individual Two or more interventions are evaluated simultaneously in the same patient 
(‘split body’, e.g. right versus left eye). 

Cluster-based A study in which each unit of analysis comprises more than just one patient 
(e.g. randomization of hospital wards). 

5. Objective 

Superiority Trial with the primary objective of showing that the response to the 
intervention is clinically superior to that of a comparator. 

Non-inferiority Trial with the primary objective of showing that the response to the 
intervention is not clinically inferior to that of a comparator. This requires 
definition of a non-inferiority margin. 

Equivalence Trial with the primary objective of showing that the response to two or more 
interventions differs by an amount that is clinically negligible. This requires 
definition of a lower and an upper equivalence margin of clinically acceptable 
differences. 

 

With regard to blinding, the classical terminology of ‘single-blinded’ or ‘double-blinded’ trials 

should no longer be used because of the ambiguity of these descriptors [22,43-45]. In a JCA, 

the group of persons who are blinded (participants, care providers, outcome assessors) should 



Guidance on Validity of Clinical Studies 

 15 

be explicitly specified, e.g. by labelling a trial as being ‘patient- and observer-blinded’, if 

treatment staff was not blinded. 

The term ’cross-over’ is sometimes used incorrectly to describe treatment switching. While 

cross-over means switching to the alternative intervention after a fixed, protocol-defined 

period, treatment switching in a broader sense encompasses any switch from the randomized 

intervention to any other intervention. In a stricter sense, treatment switching only refers to 

control group patients, who, e.g. after protocol-defined disease progression, receive the 

experimental intervention. This kind of treatment switching is common in oncology trials and 

can influence the estimated intervention effects (e.g., on survival). Statistical adjustment can 

be applied in an effort to reduce this bias, but these methods have their limitations [46-48].  

3.1.2 Observational studies 

In observational studies, the participants are allowed to follow routine care and are observed 

(except where the protocol requires visits at specific timepoints). Thus, the decision for or 

against an exposure1 is not affected by the study. Given that observational studies are 

performed based on routine healthcare, this suggests that they allow the assessment of 

relative effectiveness of only those interventions that are already used in medical practice, 

rather than of new ones [49]. 

Descriptive or analytical 

Observational studies can be either descriptive, that is, without a control group (case-series 

and cross- sectional studies) or analytical with a control group (case-control and cohort 

studies) [39,50,51]. Analytical studies provide a measure of the association between exposure 

(notably interventions) and outcome of interest. In a case-series, changes over time can be 

analysed (i.e., before and after the introduction of the intervention of interest); however, 

under usual circumstances, such before–after changes are unlikely to assess interventional 

effects. It is generally important to remember that association does not necessarily imply 

causality [11,52]. Analytical studies, such as cohort and case-control design, can be useful 

when randomisation is deemed unethical or unfeasible [53]. 

Prospective and retrospective 

The collection of the data in an observational study can be done prospectively or 

retrospectively. Prospective studies measure exposures before the occurrence of the outcome 

 

1 In the context of observational studies, the broader term ‘exposure’ is used to denote anything whose 
relationship with an ‘outcome’ is being explored. In HTA, exposures of interest are mainly medical 
interventions. 
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of interest, whereas retrospective studies measure exposure after the occurrence of the 

outcome of interest [54]. 

Retrospective data are usually collected from existing data sources. Thus, retrospective 

studies can be quicker to complete compared with prospective studies but are limited by the 

availability of the existing data [55]. Furthermore, there can be a high risk of recall bias if the 

determination of exposure status relies on recall or records only [56]. In that case, the 

fundamental assumption that cause precedes effect can be violated, which implies that the 

study of causality between exposure and outcome of interest is unfeasible [57]. 

By contrast, prospective observational studies might be more time consuming to perform, but 

the patient follow-up is standardised, and the availability of data that can be collected is not 

determined before the conduct of the study. Furthermore, if a prospective study is designed 

to ensure that exposition precedes outcome, the aforementioned fundamental assumption 

for causality can be verified. 

Cohort study 

Cohort studies, also known as incidence studies, longitudinal studies, follow-up studies, or 

prospective studies, are studies following a group of subjects (a cohort) with a common 

exposure over time, but without having experienced the outcome of interest at enrolment 

[58]. Patients are followed during a specified period, and data on outcomes of interest are 

collected in a prospective manner. 

While the term ‘cohort’ alone is sometimes used to define a longitudinal follow-up of patients 

irrespective of a comparison or not, in this guidance paper, ‘cohort studies’ are always 

considered as comparative in that a cohort study follows up two or more groups from 

exposure to outcome [58]. 

Sometimes, a cohort study data set can serve as a basis for enrolling patients into an 

interventional study, which can be a RCT (i.e., a subset of newly included or already-included 

patients can be allocated to one of the exposures assessed if, at a proper time, they meet the 

eligibility criteria for the interventional study) [59]. This design is called a ‘trial within a cohort’ 

(TWIC) [60,61]. 

Case-control study 

Case-control studies are retrospective studies that enrol patients who have experienced a 

particular outcome of interest (‘cases’), compared with patients who have not experienced 

the outcome of interest but who are representative of the study population on some 

controlled criterion (‘controls’) [62,63]. 
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The aim of this study design is to compare the exposure between case and controls to identify 

factors that might be associated with the occurrence of an outcome. Case-control designs are 

often chosen to address drug safety questions. 

Cross-sectional study 

Cross-sectional studies, also known as transversal studies, measure outcomes and exposure 

status simultaneously in a specified population to study the frequency and characteristics of 

an outcome at a particular point in time. 

The aim of this study design is to assess outcome and/or exposure prevalence in a population 

[8,64]. 

Case study: case-report and case-series 

Case studies are descriptive studies of a single case (case-report) or a group of subjects with 

similar diagnoses or exposure (case-series) followed over time. It provides detailed 

descriptions of cases without the use of a control group. However, in a case-series, it is 

possible to compare the health status of participants over time, for example, to estimate the 

pre–post changes induced by an exposure. Given the characteristics of this design, such 

changes are unlikely to estimate the true effect of the intervention of interest [7]. 

Case studies can be used to describe rare events or early trends, such as unusual 

manifestations of a disease or unusual response to an exposure [65,66]. Some case-reports in 

the medical literature are intended to prove the feasibility of an exposure. Those study designs 

cannot be used to assess the effectiveness of an exposure [64]. However, they can help to 

detect new safety signals [66]. 

Requirement for reporting 

▪ Classify and describe design characteristics for each study submitted as evidence for a 

JCA. 
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4 Specific strengths, weaknesses and recommendations regarding different designs 

The JCA will report the certainty of the relative effects of the health technology of interest, 

taking into account the strengths and limitations of the available evidence [Article 9(1)]. As 

previously described, the certainty of relative effects as measured in a clinical study is 

determined by internal validity, external validity, and statistical precision. 

Study design or conduct can lead to bias [67], impacting internal validity. Several standardised 

tools have been developed to evaluate RoB in various clinical study designs [68]. They are 

helpful for assessing the strengths and limitations of the available evidence and should be 

used when performing a JCA. RoB tools usually consist of several domains, which cover the 

main types of bias (i.e. bias domains), and a summary rating. 

Of course, RoB assessment must address only that part of a study, that has relevance for the 

PICO question of interest. For example, if two interventions were compared in a cohort study, 

but only results for one of the treatments are used for HTA purposes (e.g. in an indirect 

comparison), it is not necessary to assess the validity of the irrelevant comparison. 

4.1 Randomised clinical trials: gold standard for intervention effect estimation 

RCTs are the gold standard for evaluating causal relationships between interventions and 

outcomes because randomisation eliminates much of the bias inherent to other designs [69]. 

In brief, a proper randomisation allows the trial to be conducted under the assumption of 

exchangeability (i.e., if patients from one group were substituted to the other, the same 

intervention effect would be observed). This underlying assumption implies the absence of 

confounding bias (both on known and unknown confounders and effect modifiers). Moreover, 

blinding alongside with identical and standardised follow-up between each group help to 

maintain exchangeability over time and prevent measurement bias. As a result of 

randomisation and blinding, relative effectiveness assessment allows estimation of the 

additive causal effect of an intervention of interest over comparator intervention effects. 

Finally, rigorous follow-up and analysis of the adequate population (e.g., intention-to-treat 

population for a superiority RCT) help control attrition. Nonetheless, depending on numerous 

factors, such as the quality of the design and conduct of the study, the certainty of results of 

a particular RCT can be questioned and biases can arise [70-73]. 

To allow proper evaluation by member states, RoB should be assessed using the Cochrane 

Collaboration’s RoB 1 instrument [74,75]. The RoB 1 tool covers confounding bias2 (biased 

allocation to interventions), performance bias, detection bias, attrition bias, selective 

reporting bias, and other bias. The assessment of bias has to be made separately for different 

 

2 The term ‘selection bias’ was chosen by the developers of the RoB 1 instrument, but this type of bias is 
referred to as ‘confounding bias’ in the present Guideline. 



Guidance on Validity of Clinical Studies 

 19 

outcomes, if specific types of bias (mainly due to lack of blinding or incomplete outcome data) 

differ between these outcomes. The developers of the RoB 1 tool nevertheless stress that 

assessors should group outcomes in order to limit the number of assessments [74]. For each 

bias domain, it is necessary to make the assessors’ judgment transparent by providing a 

concise description of the relevant trial characteristic (ideally using a verbatim transcription 

from the trial report). The category of ‘other bias’ should be applied only for specific other 

domains; it should not be used to assess baseline comparability of groups, the trialists’ 

potential conflicts of interests, poor reporting, or small sample size [76]. A summary judgment 

of RoB should be reached and reported as ‘low risk’, ‘unclear risk’ (or ‘some concerns’), or 

‘high risk’. If necessary, this judgment again has to be made separately for each group of 

outcomes. Study results (or complete studies, if all outcomes have the same RoB) can 

alternatively be labelled as ‘high certainty’, ‘moderate certainty’, and ‘low certainty’ evidence, 

even though the overall certainty of study results is also influenced by other aspects, namely 

statistical precision and external validity. The overall judgment should be based on an explicit 

logic, whereupon a low RoB overall rating requires that RoB was judged to be low in all key 

domains. 

In 2019, a new revised instrument for RoB assessment was published [16]. The RoB 2 tool was 

intended to replace RoB 1. It covers the same five domains of bias, but requires a more 

detailed assessment [77]. Ratings of ‘probably yes’ and ‘probably no’ are possible in RoB 2, in 

order to avoid the all-too-common rating of ‘unclear’ in RoB 1. In addition, RoB 2 requires that 

assessors’ specify whether they are interested in the effect of assignment rather than 

adherence to an intervention. Both tools, RoB 1 and RoB 2, do not interfere with the principles 

of the estimand framework as for example outlined by the European Medicines Agency 

[40,78]. With regard to its practical use, RoB 2 was found to be challenging due to time 

requirements [79]. Because the application of the RoB 1 tool is well established and less time-

consuming [80], this instrument currently appears preferable over the RoB 2 tool. It is 

nevertheless advisable that assessors familiarise themselves with RoB 2, so they can pay 

attention to more subtle mechanisms of bias and describe these in a JCA, if required. 

Requirements for reporting 

▪ For outcomes with evidence coming from RCTs, assess RoB using the Cochrane RoB 1 

tool. RoB should be assessed for each outcome required in the assessment scope. 

▪ For outcomes sharing the same characteristics (e.g., data collection, blinding aspects, or 

evaluation) RoB can be assessed on an overall level (i.e., grouped). 

▪ RoB judgement should be provided for both, each individual domain (i.e. type of bias) 

and overall. 
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4.2 Nonrandomised controlled trials 

Non-RCTs are clinical trials in which participants are allocated to intervention under 

assessment or reference intervention using methods that are not random. Allocation could be 

based, for example, on investigator’s choice, participant’s choice, or calendar dates. Non-RCTs 

allow direct estimation of relative effects between interventions. However, such non-random 

allocation breaks the underlying assumption of exchangeability and, therefore, is likely to lead 

to confounding bias. Thus, the estimated association between intervention and outcome is 

likely to be biased and thus will differ from its true causal effect [71,81-83]. 

There are different methods that can be used to control for confounding within the trial, for 

example design-based methods, such as stratification or matching, or modelling-based 

methods, such as adjustment or models of causal inference (e.g., propensity scores or g-

computation) [84]. Any method for controlling confounding bias when allocation was not 

randomised requires exhaustivity (i.e., all relevant confounders and effect modifiers must be 

known and adequately measured within the trial), an unverifiable underlying assumption. By 

contrast, known and unknown, measured and unmeasured confounding factors and effect 

modifiers are fully controlled through randomisation. 

Assessing the RoB of Non-RCTs is highly complex, as both, clinical and methodological expertise 

are necessary to judge the quality of adjustment methods [85-88]. A large number of RoB 

instruments were published, but many of these fail to assess internal validity exclusively, i.e. 

without including any other concepts, such as quality of reporting [89,90]. To allow proper 

evaluation by member states, RoB should be assessed using ROBINS-I [15,91]. Full guidance 

documents for ROBINS-I can be found on the Cochrane resource website 

(https://sites.google.com/site/riskofbiastool/welcome/home/current-version-of-robins-i). As 

for RoB 1, RoB assessment using ROBINS-I must be performed at the outcome level (if possible, 

within groups of similar outcomes). 

Requirements for reporting 

▪ For outcomes with evidence coming from comparative non-RCTs, assess RoB using 

ROBINS-I. RoB should be assessed for each outcome required in the assessment scope. 

▪ The RoB of outcomes sharing the same characteristics (e.g., data collection, blinding 

aspects, or evaluation) can be assessed on an overall level (i.e., grouped). 

▪ RoB judgement should be provided for both, each individual domain (i.e. type of bias) 

and overall. 

4.3 Uncontrolled clinical trials (e.g., single-arm trials) 

Unlike comparative clinical trials, uncontrolled trials, when they are the only source of data 

submitted as evidence, do not allow relative effectiveness assessment (i.e., supplementary 

https://sites.google.com/site/riskofbiastool/welcome/home/current-version-of-robins-i


Guidance on Validity of Clinical Studies 

 21 

effect over comparator intervention effect). In terms of strengths and weaknesses, they can 

be considered mostly akin to case-series. However, a difference with case-series is that the 

intervention of interest is delivered as part of a study intervention [92]. Therefore, patients in 

a single-arm trial can receive an intervention in a more-standardised manner and with a more 

rigorous follow-up compared with those from a case-series. In the context of HTA, 

uncontrolled clinical trials are of very limited value for estimating intervention effectiveness. 

Given the lower importance of uncontrolled trials for relative effectiveness assessment and 

HTA, it is deemed unnecessary to propose any formal rules for assessing RoB of single-arm 

trials. Some tools have been developed in the past [93-96], but RoB of uncontrolled studies 

appears to be affected by only a few specific aspects of internal validity, such as the 

consecutiveness of recruitment, the prespecification of sample size and analyses, and the 

blinded assessment of outcomes. Nevertheless, RoB of an uncontrolled study is very unlikely 

to be changed by formal RoB assessment; thus, this work appears dispensable. 

Data from a single-arm trial can (at least theoretically) be used coupled with an external source 

of data as a control to allow for a comparative statistical analysis. When this is done, internal 

and external validity of the resulting indirect comparison, rather than of the uncontrolled 

study in its’ own right, determines certainty of evidence for the assessment of relative 

effectiveness. In the context of a JCA, the assessment of such external comparisons is 

explicated in other HTAR guidance papers [2,3]. In such a context, the framework of the 

emulation of a target trial can help to formulate the appropriate causal research question that 

is addressed. It allows defining the appropriate estimand, eligibility criteria as well as 

exposition and outcome(s) of the targeted (i.e., ideal) RCT the external comparison tries to 

emulate [97]. 

Requirement for reporting 

▪ Since uncontrolled trials per se are of very limited value for performing relative 

effectiveness assessment, RoB assessment is in general not required. 

▪ When data from uncontrolled trials are combined with an external source of data, 

certainty of evidence for the resulting indirect comparison must be assessed and 

reported in the JCA. 

4.4 Cohort studies 

Cohort studies can be used when allocation of an intervention in a controlled manner is 

deemed unethical or unfeasible. Compared with interventional studies, they can allow larger 

sample sizes and longer follow-up, improving statistical precision or the detection of long-

term adverse events [58]. They can also help to investigate the effectiveness of interventions 

when used in routine healthcare on a sample of patients with less-stringent eligibility criteria 

compared with an interventional study, which could enhance external validity. 
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Given that the intervention is not randomised between patients, the underlying assumption 

of exchangeability cannot hold, which is very likely to lead to confounding bias. Thus, without 

the proper use of an appropriate method for controlling for confounding (see Section 4.2), the 

estimated association between exposure and outcome of interest will most likely differ from 

its true causal effect. As described in Section 4.3, when controlling for confounding by using 

an appropriate method of causal inference, the framework of the emulation of a target trial 

can help to formulate the appropriate causal research question that is addressed [97]. Even 

with optimal methods, however, residual confounding cannot be ruled out. 

Requirements for reporting 

▪ For outcomes with evidence coming from cohort studies, assess RoB using ROBINS-I. 

▪ RoB should be assessed for each outcome required in the assessment scope. 

▪ The RoB of outcomes sharing the same characteristics (e.g., data collection, blinding 

aspects, or evaluation) can be assessed on an overall level (i.e., grouped). 

▪ RoB judgement should be provided for both each individual domain (i.e. type of bias) 

and overall. 

4.5 Case-control studies 

A case-control study design is useful to examine rare outcomes, and multiple factors affecting 

one outcome can be studied. 

In case-control studies, individuals are enrolled based on the occurrence of outcome and 

exposures are investigated in a retrospective manner [63]. Thus, they are at high risk of 

selection bias [98]. The selection of a control group is very likely to not allow verification of 

the exchangeability assumption [62]. It leads to the same issues as described before for non-

RCTs and cohort studies regarding confounding bias (see Section 4.2) [99]. Moreover, case-

control studies are also likely to lead to a measurement bias, especially recall bias, because 

exposure is measured after the onset of the disease or outcome. Moreover, because data are 

collected in a retrospective manner, it is uncertain that the exposure of interest precedes the 

occurrence of the outcome of interest, which can lead to violation of a fundamental rule of 

causation (exposure must precede effect). 

Finally, this study design is not suited for rare exposures and for studying more than one 

outcome. 

Requirements for reporting 

▪ For each outcome with evidence coming from a case-control study, assess RoB using 

ROBINS-I. RoB should be assessed for each outcome required in the assessment scope. 
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▪ The RoB of outcomes sharing the same characteristics (e.g., data collection, blinding 

aspects, or evaluation) can be assessed on an overall level (i.e., grouped). 

▪ RoB judgement should be provided for both each individual domain level and overall. 

4.6 Cross-sectional studies 

A cross-sectional study design is useful to investigate multiple outcomes and exposures 

simultaneously. 

This type of study estimates association but cannot be used to study the cause–effect 

relationship or causality because there is no temporality; thus, it is not possible to distinguish 

whether the exposure preceded or followed the outcome. Therefore, it is deemed 

unnecessary to propose any formal tool for assessing RoB of cross-sectional studies. 

Requirement for reporting 

▪ Since evidence coming from cross-sectional studies is of very limited value for 

performing relative effectiveness assessment, no RoB assessment using a standardised 

tool is required for cross-sectional studies. 

4.7 Case-series and case-reports 

These studies allow the generation of hypotheses, such as identifying unexpected effects 

(adverse or beneficial) and describing unusual syndromes that could later be studied using 

study designs with a higher certainty of results [64-66,93,100]. 

These studies are only descriptive and are rarely used to test hypotheses or establish causal 

effects. Any effect estimate generated from a study lacking a control group is only a pre–post 

change, thus the interpretation of such change as a causal effect requires the very unlikely 

assumption that no change would have occurred without the intervention. Furthermore, case-

reports generate selection bias and lack external validity because of low representativeness. 

Therefore, it is deemed unnecessary to propose any formal tool for assessing RoB of case-

series and case-reports. 

Requirement for reporting 

▪ Since evidence coming from case-series and case-reports is of very limited value for 

performing relative effectiveness assessment, no RoB assessment using a standardised 

tool is required for case-series and case-reports. 

4.8 Additional design aspects 

In addition to the aforementioned aspects, it is useful to examine and describe, whether 

specific design aspects affect RoB. 



Guidance on Validity of Clinical Studies 

 24 

If a cross-over design was used, the rationale for this design choice and a justification of the 

duration of the wash-out phase is essential [101,102]. In this context, the risks of a carry-over 

effect or a period effect should be described [101,103-105].  

If a factorial design was applied, no additional directly bias-related issues arise, but it is 

important to justify and to examine the assumption of no interaction between the study 

interventions [106,107]. 

If an intra-individual comparison (within-person or ’split-body’ design) was used (e.g. for the 

evaluation of a topical drug), the risk of a potential carry-across effect should be paid attention 

to [108].  

In a cluster-based study (e.g. a cluster-randomized trial), selection bias can occur, if 

participants are recruited after cluster randomization [109-111]. This specific bias due to the 

differential recruitment across treatment arms needs to be assessed for such studies [112-

114]. In a cluster-based stepped-wedge design, secular trends have to be examined [115,116].  

Unit of analysis issues should be specifically addressed in all aforementioned study designs, 

because data dependencies require adequate statistical analyses [109,117,118]. Conventional 

statistical analyses can lead to overestimated precision of effect estimates. 

Requirements for reporting 

▪ Non-standard study designs, such as crossover or factorial designs and intra-individual or 

cluster-based comparisons require consideration of additional design-specific aspects for 

RoB assessment. 

▪ It should be verified that data dependencies are adequately addressed within the 

statistical analyses of non-standard study designs. 
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5 Particularities 

Specific topics in clinical methodology that are of particular relevance for HTA will be 

introduced in this section. Indeed, although these topics are methodological concepts that are 

now prevalent when discussing the design of clinical studies, they cannot be strictly classified 

according to the principles described earlier in the document (see Section 3). These 

particularities can be compatible with many features of the aforementioned designs (e.g., 

some can be compatible with the principles of RCTs) [119]. Nonetheless, their definitions, 

strengths, and weaknesses need to be highlighted separately because they can justify looking 

for specific methodological points of attention. 

5.1 Master protocols 

‘Master protocol’ refers to the use of an overarching protocol allowing the logistically efficient 

investigation of multiple hypotheses or interventions in one or multiple diseases [120,121]. 

The master protocol proposes a common infrastructure establishing uniformity and 

standardisation of procedures in designing and assessing different interventions. Usually, the 

concept of a master protocol encompasses three subtypes: platform trials [also called multi-

arm, multi-stage trials (MAMS)], basket trials, and umbrella trials [122]. 

5.1.1 Platform trials 

Platform trials allow, for a particular disease, the comparison, either simultaneously and/or 

sequentially, of multiple interventions with a common control group [122]. Sometimes the 

different interventions can also be compared with each other. The master protocol defines 

the overall infrastructure and sets the overarching principles of the design, but specific 

addendum protocols are created when a new intervention is assessed. Given that the 

assessment of certain interventions can be stopped or, alternatively, added to the trial, 

platform trials can be considered mainly as adaptive trials [123,124]. The intervention that is 

used as a control can also evolve over time if the standard of care is updated following the 

start of the platform trial. Platform trials are compatible with the principles of RCT design and, 

when used for assessing the effectiveness of medicinal products, they are frequently phase 3 

RCTs (i.e., a confirmatory assessment of effectiveness), but they sometimes start as phase 2 

trials (i.e., an exploratory assessment of effectiveness, which can be uncontrolled), and the 

switch from phase 2 to phase 3 is conducted under the same master protocol (i.e., a platform 

trial with a ‘seamless’ design) [120]. In that case, the most promising interventions based on 

the results of the phase 2 trial are retained for the phase 3 trial. Therefore, the follow-up of 

some patients from a phase 2 trial can be extended to the phase 3 trial (providing they meet 

the phase 3 eligibility criteria). 

Methodologically, the main strength of platform trials is their flexibility. Thus, they can be 

considered as more ‘disease focused’ compared with more commonly used traditional RCTs 
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because they can provide a more efficient assessment of multiple interventions in a manner 

that can be potentially perpetual with the possibility to be adapted to both scientific 

discoveries provided by the trial and external discoveries [122]. 

Platform trials can provide the same certainty of results than more commonly used traditional 

RCTs providing they are conducted in conformity with the same methodological principles. 

Nonetheless, because of their flexibility, several specific points of attention must be 

considered. First, platform trials can sometimes start as phase 2 trials. Thus, it is important 

that the criteria to select interventions that are going to phase 3 are clearly defined (e.g., the 

criteria for defining sufficient presumption of effectiveness). Moreover, because patients from 

phase 2 can participate in phase 3 of the trial, it is necessary that these patients still meet the 

eligibility criteria for phase 3. Second, because the inclusion of new patients in the control 

group can occur over long periods, the contemporaneity of the control group in relation to 

the assessment of some interventions can be brought into question and the relevance of the 

intervention proposed within the control group must be scrutinised. Third, although blinding 

of patients and investigators is possible, it requires the use of multiple dummies, which can 

be difficult to achieve when there are multiple interventions with different pharmaceutical 

formulations that are assessed simultaneously. Thus, numerous platform trials are conducted 

in an open manner. Fourth, multiple interim analyses are usually performed as well as multiple 

comparisons between groups. Thus, there is a risk of an inflated type 1 error rate if not 

properly managed. Therefore, assessment of the quality of these analyses (interim analyses 

and multiples groups comparisons) should follow the relevant HTAR guidance [5]. Finally, it is 

imperative that the rules for adding new interventions into the trials are explicit and justified. 

Requirements for reporting 

▪ A platform trial is not a design per se; thus, the design of the clinical study should be 

described and classified according to the principles already described in this guidance. 

The same applies to RoB assessment. 

▪ If the platform trial starts as a phase 2 trial, the quality of the definition of the rules to 

select interventions that are going to phase 3 should be considered. If the platform trial 

starts as a phase 2 trial, it is important to record whether the patients who were 

retained from phase 2 to phase 3 met the eligibility criteria for phase 3.  

▪ If the interventions were modified (e.g. change in dosage or duration), it is important to 

consider the impact of these modifications on the study results. If interim analyses and 

multiple comparisons are reported, consult the appropriate HTAR guidance addressing 

multiplicity issues. 
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5.1.2 Basket trials 

A basket trial is not a type of methodological design per se. Therefore, the certainty of results 

provided by such a trial is mainly dependent on its design. Although basket trials can be RCTs, 

most are currently uncontrolled trials and, therefore, do not provide a higher certainty of 

results compared with single-arm trials [120]. Basket trials aim to assess a targeted 

intervention across multiple diseases [120,125]. Eligibility of patients is based on a unifying 

criterion, which is a specific mechanism of action of the intervention of interest with 

prognostic value (e.g., a specific molecular alteration or a common pathological process). The 

targeted intervention is supposed to produce a beneficial effect for all patients because it 

targets a common process. Therefore, basket trials pool patients with diseases that are 

classified as different in terms of usual nosography (e.g., cancers from different primary 

organs or different cardiovascular diseases). Basket trials are currently mainly used in 

oncology for assessing the effectiveness of interventions designed to target specific molecular 

alterations, but other medical areas can be concerned by the use of such trials [120,125]. 

The main strength of basket trials is their potential ability to generate evidence of 

effectiveness regarding interventions targeting a specific mechanism of action with prognostic 

value, therefore generating evidence for multiple diseases in one trial [125]. Nonetheless, the 

ability of basket trials to provide such certainty of results relies on multiple assumptions and 

conditions [126]. 

Randomisation and relative effectiveness assessment in the context of basket trials can be 

difficult because they investigate multiple diseases and, therefore, can require multiple 

control interventions [120]. Second, the hypothesis that the effect of the targeted 

intervention will be beneficial, on average, for each ‘cohort’ of patients (e.g., the first cohort 

is patients with breast cancer, the second one is patients with lung cancer, etc.) relies on the 

assumption of homogeneity of between-cohorts effects [126]. This assumption cannot be 

proven by analysing the data of the conducted basket trial. There is the possibility of 

performing an interaction statistical hypothesis test between the intervention and the 

different cohorts [126]. However, even if the test does not reject the null hypothesis of 

homogeneity of effects, it does not experimentally prove homogeneity because the test can 

be nonsignificant as a result of a lack of power. Thus, the plausibility of this assumption relies 

mainly on the basis of biological arguments of the mechanisms of actions or on the proximity 

to other situations in which the hypothesis of homogeneity has been accepted or proven. 

Third, the specific effect of the targeted intervention in a specific ‘cohort’ (e.g., patients with 

breast cancer only) can suffer from a lack of statistical precision because it can be expected 

that some cohorts will have a low number of patients given that the occurrence of the targeted 

mechanism of action can be rare. Finally, eligibility criteria often rely on the screening of a 

specific molecular alteration or biomarker. Inclusion within a basket trial often relies on the 

results of a companion test and, therefore, the performance of the test (sensitivity, specificity, 
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predictive values, or probability reports, calibration, and discriminatory capacity for 

biomarkers measured on a continuum) must be known and must be of an acceptable level 

[126]. 

Requirements for reporting 

▪ A basket trial is not a design per se; thus, the design of the clinical study should be 

described and classified according to the principles already described in this guidance. 

The same applies to RoB assessment. 

▪ Specific attention should be given to the performance of an eventual companion test, 

the plausibility of the hypothesis of homogeneity of effects, the interaction test for 

homogeneity of effects, and the study results within each ‘cohort’ of patients. 

5.1.3 Umbrella trials 

Umbrella trials, which are also mostly used in oncology, aim to assess multiple targeted 

interventions for what is considered a single disease according to usual nosography [120,125]. 

Patients with a single disease are included (e.g., advanced breast cancer) and are stratified 

into subgroups based on the baseline value of a biomarker or risk factor with a prognostic 

value. Thus, the single disease is split into multiple subtypes with eligibility for each 

intervention group defined by the mechanism of action of each intervention. Each 

intervention group receives a different targeted intervention that is supposed to have a 

beneficial effect that is better suited for the specific subgroup of patients for which it is 

proposed. 

The main strength of umbrella trials is their ability to propose targeted therapies that have 

the potential to be better suited for subgroups of patients of a same disease, which can 

ultimately enhance the development of stratified medicine [122]. 

As for any other types of master protocol, umbrella trials are not a type of methodological 

design per se. Therefore, the certainty of results provided by an umbrella trial is mainly 

dependent on its design. Akin to basket trials, although umbrella trials can be RCTs, most are 

currently uncontrolled trials and, therefore, do not provide a higher certainty of results 

compared with single-arm trials [120]. Nonetheless, randomisation and relative effectiveness 

assessment can be considered easier to achieve in the context of an umbrella trial compared 

with a basket trial, because the existing standard of care (or placebo, if there is no established 

care) for the disease being studied can be used as a common control for all the subgroups 

[120]. As for basket trials, inclusion often relies on the search for a specific molecular 

alteration or biomarker. Therefore, the performance of the test (sensitivity, specificity, 

predictive values, or probability reports, calibration, and discriminatory capacity for 

biomarkers measured on a continuum) must be known and must be of an acceptable level 

[126]. 
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Requirements for reporting 

▪ An umbrella trial is not a design per se; thus, the design of a clinical study should be 

described and classified according to the principles already described in this guidance. 

The same applies to RoB assessment. 

▪ Specific attention should be given to the performance of an eventual companion test. 

5.2 Real-world data and real-world evidence 

Real-world data (RWD) is an umbrella term encompassing the use of various types of data that 

share the common property that they have been generated in the context of routine 

healthcare [e.g., electronic health records, medical claims and billing data, administrative 

healthcare databases, patient-generated data (including in-home-use settings) and data 

produced from various sources (such as electronic devices) that can inform on health status] 

[127-130]. Therefore, the term excludes data collected explicitly for experimental intervention 

research purposes. In relation to the concept of RWD, real-world evidence (RWE) is a term 

defining clinical evidence of a health technology or medical condition derived from the 

analysis of RWD for a given research question. RWD can be used to generate RWE for different 

purposes: for example generating hypotheses for testing in future RCTs, assessing trial 

feasibility, informing prior probability distributions for Bayesian statistical models, identifying 

patient baseline characteristics or prognostic and predictive factors, describe usage of a health 

technology in real-world setting, and assessing the effectiveness and/or safety of health 

technologies (e.g., for new indications of already-used technologies or for documenting long-

term follow-up). 

Although ‘RWD’ is used to describe data generated in the context of routine healthcare, such 

data can be used for various purposes in the context of clinical research. Thus, RWD can be 

coupled with data generated for clinical research purposes. Indeed, a specific source of RWD 

can be used as a basis for conducting a RCT in which the collection of necessary data can 

exclusively come from a set of RWD, or as a primary source complemented by data specifically 

collected for the clinical study (i.e., a secondary source). These types of studies are sometimes 

considered part of what are called ‘pragmatic trials’ [131]. When only a subset of newly 

included patients within the collection of a specific RWD (e.g., a cohort of patients with data 

collected from electronic health records) are randomised over time, the corresponding RCT 

can be considered a TWIC [61]. When the secondary source of data is collected using fully 

remote pathways (e.g., electronic informed consent, digital assessment tools, or virtual study 

visits), the corresponding RCT is sometimes called a ‘contactless trial’ [132]. RWD can also be 

used as the only or as the primary source of data for any type of other clinical trial (e.g., single-

arm trial) or observational studies (e.g., cohort study). Although this is out of the scope of this 

guidance, they can be used as sources of data for indirect comparisons (see the relevant HTAR 
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guidance [2,3]), or as additional historical data borrowing for enriching data of a control group 

in an already existing clinical trial (e.g., when the trial concerns a rare disease). 

The use of RWD in generating evidence can be useful in multiple ways. First, their use can 

enhance the recruitment of patients in clinical trials, especially for rare diseases [133]. Second, 

their use can enhance the level of external validity and/or the level of statistical precision by 

facilitating the conduct of clinical studies on large samples of patients with less stringent 

inclusion criteria compared with a classical clinical trial, by assessing the effectiveness and/or 

safety of health technologies in ‘real-world’ settings, and by allowing studies with clinical trials 

with a longer follow-up than usual [131]. 

Potential weaknesses in using RWD when conducting clinical studies are mainly linked to the 

fact that a set of RWD was not primarily structured for conducting a clinical study. Thus, data 

validity, data integrity, and data monitoring are dependent on the quality of already-existing 

procedures before the conduct of a given clinical study [134,135]. A related issue can be the 

use of certain variables from databases as proxies of the characteristics they are supposed to 

measure in a given clinical study, which can lead to measurement bias [136]. For example, 

data about the dispensation of pharmaceuticals coming from administrative databases can be 

used as a proxy for usage even though the two concepts are not equivalent (even if 

correlated). Second, follow-up of patients included in a clinical study using RWD might not be 

as standardised as in de novo clinical studies (especially if RWD are the only source of data 

that will be used for analysis), which can result in a greater risk of attrition bias [135]. Finally, 

particular attention to the assessment of outcomes and how those outcomes were 

adjudicated on (e.g., investigator versus central review, differences between sites) as well as 

timing of assessments is required [137]. 

To conclude, in itself, RWD does not define a type of clinical study design and RWE can be 

produced with varying certainty of results for a given research question. Therefore, the 

certainty of results that is produced, especially the level of internal validity, is mainly 

determined by the study design of a given clinical study based on the use of RWD. Especially 

because most clinical studies using RWD are currently not RCTs, controlling for confounding 

bias is one of the main issues when estimating intervention effectiveness [138]. Indeed, the 

lack of randomisation requires the proper use of methods to control for confounding bias (see 

Section 4.2), which rely on assumptions (e.g., the assumption of exhaustivity on confounders 

and effect modifiers) that are, in part, unverifiable. 

Requirements for reporting 

▪ RWD is not a design per se; thus, the design of a clinical study should be described and 

classified according to the principles already described in this guidance. The same 

applies to RoB assessment. 
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▪ For a given clinical study, it should be reported if RWD are the sole source of data, or a 

primary source of data complemented by a secondary source specifically collected for 

research purposes (and, if so, to which specific design it corresponds). 

▪ Given the at least partial use of data that were not initially structured for clinical 

research, the validity and reliability of RWD for adequately answering a given research 

question is of particular importance, especially the potential use of proxy variables, the 

risk of attrition bias, and the adequate measurement of outcomes should be assessed. 

5.3 Registries 

Clinical registries are organised systems collecting data on a group of patients defined by a 

common characteristic or set of characteristics, which can be the occurrence of a particular 

disease, condition, exposure or use of a particular health technology or health-related service 

[139]. After inclusion of a patient into the registry, follow-up data (i.e., outcomes) are 

collected. Data collected within the registry can then be used to conduct registry-based 

studies. Given that they are often a collection of observational data from routine healthcare 

practices, data from registries can be considered as RWD (57), but it could be advocated that 

some registries are organised systems that are explicitly devoted to research purposes. 

Nevertheless, registry data can be used in the same way (e.g., as the sole source of data or as 

a primary source of data) and for as many purposes as RWD. Furthermore, RCTs conducted 

using, exclusively or in part, data from registries are often called ‘registry-based RCTs’ 

[137,140], and their RoB should be assessed as for any other RCT. 

The strengths that were outlined for RWD-based clinical studies can be found in registry-based 

studies [141]. A particular point that can sometimes apply is the fact some registries aim 

toward an exhaustive coverage of a population of interest. This means that they aim to include 

the entire population of interest of patients presenting the characteristic leading to their 

inclusion in the registry (e.g., the diagnosis of a particular disease) within the boundaries of a 

specific geographical area (which can sometimes be at a national level). Therefore, some 

registry-based studies can have the ability to produce the true parameter value in the 

population of interest rather than an estimate (provided the population covered by the 

registry is the same as the target population). 

However, many weaknesses identified for RWD-based clinical studies are also present in 

registry-based studies [142], but some of these aforementioned weaknesses can be mitigated 

depending on the context. Indeed, first, registries are sometimes built around the idea of 

answering specific research questions. Thus, registries can produce data with a structure that 

is more adequately suited to answer specific research questions compared with other sources 

of RWD. Second, data validity, integrity, and monitoring can be primary concerns in well-

structured registries (e.g., national-level registries for a particular disease) and, thus, registry-

based studies can sometimes profit from data with a higher level of quality regarding these 
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aspects compared with other types of RWD, especially regarding attrition bias. However, 

registry data should not be automatically assumed as presenting a high level of validity and 

reliability and procedures for collection and monitoring of data should be scrutinised anyway 

when assessing the validity of a registry-based study. Finally, the same remark can be made 

as for RWD: registry data, in themselves, do not define a clinical study design. Therefore, 

certainty of results that is produced using registry data, especially the level of internal validity, 

is mainly determined by the design of a given registry-based clinical study [142]. 

Requirements for reporting 

▪ Registries are not a design per se; thus, the design of a clinical study should be described 

and classified according to the principles already described in this guidance. The same 

applies to RoB assessment. 

▪ For a given clinical study, it should be reported if a registry was the sole source of data, 

or a primary source of data complemented by a secondary source specifically collected 

for research purposes (and, if so, to which specific design it corresponds). 
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